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Abstract— Due to the advances of network technologies and multimedia communications, Quality of Service 

(QoS) becomes an increasingly important issue in network communications. Many traditional assessment 

techniques were designed to evaluate the QoS of multimedia applications transmitted over these networks. In this 

paper, a new QoS evaluation system has been developed. The proposed system is based on using the nonlinear 

autoregressive with exogenous input model (NARX). This model is preferred because it could reflect the dynamic 

characteristics of the QoS and network performance. In addition to the QoS parameters, previous QoS values were 

used as inputs to the developed NARX model. The output is the estimated QoS based on the given inputs. The 

proposed model was optimized, validated and evaluated based on specified criteria. Simulation results showed that 

the adopted model presented high accurate QoS prediction capabilities, where the forecasted QoS was very close to 

the actual QoS values in most of the time period. QoS, in a way, reflects performance resources availability of a 

network using the devised approach. The estimated QoS can be used to optimize and manage the utilization of 

network available resources and provide solutions for QoS provision, routing, monitoring, …etc. 

 

Keywords— Exogenous inputs (NARX), Multimedia, Networks, Nonlinear autoregressive network, Prediction, 

QoS. 

 

I. INTRODUCTION 

Due to the rapid growth of networking technologies and increase of different types of network 

traffic and applications, Quality of Service (QoS) monitoring, measurement and support for 

these applications becomes more important. In addition, the huge use and transmission of 

real-time multimedia applications over communication networks make the problem of 

supporting and providing reliable services more complicated. A key challenge is how to 

measure or infer the QoS of these applications accurately for monitoring and control purposes 

because different traffic and applications should satisfy specific QoS requirements [1]. Every 

multimedia applications like audio, videoconferencing, and video-streaming have their own 

QoS requirements and sensitivity in terms of throughput, delay, jitter, and loss [2]. Due to this, 

QoS assessment and monitoring must be performed on a continuous basis to ensure that the 

given strict QoS requirements (e.g., Service Level Agreements (SLA)) are met during the 

service delivery [3]. Traffic QoS measurement and monitoring provide an essential aid for the 

network administrator/operator to manage and control network resources and improve the 

network efficiency [4]. In addition to the above, QoS measurement or assessment is essential 

for routing, network planning and dimensioning, dynamic bandwidth allocation, congestion 

control, traffic engineering, SLA monitoring, accounting, proactive management of the 

network, …etc. [5]. Moreover, continuous QoS evaluation plays a vital role in guaranteeing 

QoS in IP networks due to the different services provided and the increased volume of real-

time applications [6]. Network traffic QoS evaluation is considered an essential application of 

network management and measurement to predict the future tendency of network 

performance and resources availability [7]. These QoS algorithms can be embedded into 

network systems to assess traffic QoS, improve the network performance and utilize available 

resources [6]. Additionally, if the assessment algorithm is embedded in a network device, it 
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may be used as a self-adaptation process for optimizing the network behavior. Accordingly, 

proactive decisions can be made based on the results of the measurement process of QoS of 

certain applications or specific links. Several algorithms have been proposed in the literature 

for network traffic QoS assessment and measurement. This paper proposes a new technique to 

estimate the QoS attained by multimedia applications transmitted over a communication 

network. In this research, videoconferencing multimedia applications will be considered. 

Nonlinear techniques like neural network, fuzzy logic, and genetic algorithms …etc., showed 

a great nonlinear mapping ability, flexible and effective way of learning in the field of 

estimation. Linear models cannot capture any nonlinear patterns in the signal or system under 

consideration. On the other hand, nonlinear models are not suitable to be employed for the 

prediction of linear signals or systems. Therefore, none of them is universal or appropriate for 

all circumstances; and generally none of them is superior to the other. The best solution is to 

combine them in one model. This is motivated by the followings [8]. First, practically it is 

often difficult to verify whether a time series is generated from a linear or nonlinear system or 

process; thus, combining linear and nonlinear models is the appropriate solution. Second, 

generally real-world time series are not pure linear or nonlinear; they often mix both patterns, 

none of them which can be sufficient for modeling such cases. Hence, combined structure in 

time series can solve this complexity. Third, it is almost universally agreed in literature that 

there is no single model that can be employed for all situations; and single model may not be 

able to capture different patterns equally well. Therefore, the chance to capture different 

patterns can be increased by combining both linear and nonlinear models in a single model. 

The proposed approach for QoS assessment and analysis is based on using both 

linear/nonlinear regression models. 

II. RELATED LITERATURE 

Extensive research was performed on devising methodologies for assessing QoS of the 

delivered multimedia applications over best-effort networks. Although there is no standard for 

QoS measurement, different methods are used. Generally, QoS measurement methods may be 

categorized into two classes: objective versus subjective and passive versus active 

measurements. Subjective measurements are made by people (i.e., the end user) under precise 

and restricted conditions. In contrast, objective measurements are based on mathematical 

modeling and analysis [9], [10]. 

In subjective assessment, specialists (typically 15 to 30 members) assess (hear/watch) the 

assigned audio/video by rating quality according to their perception of a five-point scale (5 

Excellent, 4 Good, 3 Fair, 2 Poor, 1 Bad) under controlled conditions as set out in the ITU 

standard. The average rating over all the subjects for a given audio/video is termed as Mean 

Opinion Score (MOS) [11]. ITU has recommended different scaling ways for subjective 

testing [10]. This approach has such disadvantages as: need for plenty of human resources and 

assessment time consumption which make it impractical [12].  

Objective assessment techniques are based on mathematical models that are used to estimate 

the quality of the multimedia application (audio or video). Objective quality measurement is 

used to evaluate the effect of: source coding, compression, bit rate, delay, bandwidth, 

synchronization and many others on a perceptual audiovisual quality in multimedia services 

[13]. In addition, QoS can also be measured objectively using calculated values such as 

packet transfer delay, loss ratio, and service availability [14]. There are several objective 

quality algorithms such as Perceptual Speech Quality Measure (PSQM) and Perceptual 

Evaluation of Speech Quality (PESQ) which provide an objective MOS-equivalent score for a 
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voice call [15]. In [16], the ITU recommendation G.107 introduced the E-model as an 

objective method to assess the multimedia quality. The E-model approximates the perceived 

quality as a function of coding and network parameters (like delay, signal to noise ratio 

(SNR), …etc.). The output of this model is a single scalar, called an ―R factor‖ derived from 

the sum of delays and equipment impairment factors. R factor, then, can be mapped to an 

estimated MOS using the equations stated in the ITU G.107 [16]. The E-model performs well 

in static IP networks but cannot adapt to the dynamic IP ones [17]. Due to problems in 

subjective and objective measurement methods, the need for developing new models to assess 

QoS becomes imperative. 

Active and passive measurements are also very useful for monitoring IP network. Both can be 

used for performance and debugging network problems. The difference between both 

methods denotes that active monitoring actively creates and injects network traffic and 

estimates network performance or QoS of the actual (existing) traffic based on results 

obtained from the injected traffic. In contrast, passive monitoring passively captures and 

monitors the existing network traffic [18]. The active measurement approach relies on small 

test packets (usually called probe packets) that are sent into the network to measure its 

performance or specific application QoS [19]. Ping and trace route tools [20] are categorized 

under this approach. The active method requires some kind of optimization to minimize the 

number and size of probe packet and get accurate results at the same time [21]. In literature, 

numerous measurement tools are based on such active methods as: the Internet Control 

Message Protocol (ICMP), Echo Reply/Request messages (ping) which is defined in RFC 729 

[22], Surveyor [23], Active Measurement Project (AMP) [24], and Service Monitoring 

Management Information Base (SM MIB) [25]. 

Unlike active measurements, passive measurement methods do not require any traffic to be 

generated and sent to the network; instead, it monitors the actual network traffic by using the 

following protocols [26]: Simple Network Management Protocol (SNMP) [27], RMON [28], 

and NetFlow [29]. These protocols are embedded inside network devices which capture the 

traffic passing through them to monitor the network. Therefore, the packet's statistics and 

measurements can be collected from routers, switches or end-point hosts without adding any 

new traffic. 

Due to their efficient learning and prediction capabilities, nonlinear techniques like neural 

network, fuzzy logic, and genetic algorithms have been widely used in network behavior 

estimation [30]. The changes in network traffics have the features of multi-scale, nonlinearity 

and time-varying. Self-learning methods have emerged and been applied in network control 

management. Particularly, artificial neural network (ANN) and fuzzy logic are learning 

methods with a strong predictive power. They have been used for the best approximation of 

network traffic performance and QoS changes due to nonlinearity and uncertainty of network 

traffic.  

In literature, various methods have been devised based on ANNs for estimating and predicting 

of the QoS of audio and video over IP networks [31], [32]. In [33] and [34], authors use 

ANNs and GAs to estimate the quality of speech and video application transmitted over 

communication networks. Moreover, various studies have applied fuzzy logic for the analysis 

and estimation of network traffic [35]-[37]. These studies developed fuzzy logic approaches 

to evaluate the QoS of time-sensitive multimedia applications (i.e., audio and 

videoconferencing) using the QoS parameters. In [38], authors proposed a system combining 

fuzzy C-means and regression model to assess the QoS of VoIP traffic transmitted over a 

simulated network. 
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In this study, a nonlinear autoregressive with exogenous input model (NARX) is used to 

assess and quantify the QoS of multimedia applications whose requirement are considered in 

the light of ITU-Recommendations. These applications include videoconferencing which the 

paper is going to evaluate. The use of NARX system is justified by the need for a QoS 

assessment technique that can relate input parameters with the evaluated QoS in a simple 

manner and provide numerical assessment rather than quantifications based on complex and 

time-consuming approaches. In addition, NARX has the advantage of accepting dynamic 

inputs (i.e., QoS parameters (delay, jitter, and loss) and past QoS values) represented by time 

series sets. 

III. NONLINEAR AUTOREGRESSIVE WITH EXOGENOUS INPUTS MODEL (NARX) 

NARX model is a dynamic network with feedback including several layers [39]. This model 

is based on the discrete linear autoregressive with exogenous inputs (ARX) model generally 

used in time-series modeling [40]. NARX is extensively employed in various research areas 

like temporal pattern recognition, signal processing, time series prediction and industrial 

processes [41]. The NARX is proposed in [42], [43]. NARX predicts a time-series, which can 

be single or multidimensional.  

In a linear ARX model whose input and output are u(t) and y(t) respectively [44], the current 

output y(t) is obtained by a linear combination of the weighted sum of past output values and 

current and past input values (i.e., regressors) y(t−1) … y(t−na) and u(t), u(t−1) … u(t−nb), 

respectively: 

 ( )      (   )        (    )     ( )     (   )        (    )  (1) 

 

NARX model [45] extends the ARX equation into a nonlinear mapping function. The 

equation modelling the NARX network behavior for time series prediction is shown in (2): 

 ( )   (   (   )        (    )     ( )   

                              (   )        (    ))                                                             (2) 

 

In the above equation, u and y are external input and output of the system, respectively. na and 

nb are the maximum lags of the input and output orders, respectively. f(.) is a nonlinear 

function, which combines the linearity and nonlinearity estimators. The linearity estimator is 

as in (1); and the nonlinearity estimator is expressed as the sum of series of nonlinear 

elements, like tree partition networks, wavelet networks, sigmoid functions and neural 

network. NARX model is an extension of linear models to precisely simulate nonlinearity in 

system dynamics. NARX model is shown in Fig. 1. It can be seen that the inputs of NARX 

model consist of two types: the external and previous outputs of the network. 

The NARX model computes the output y in two steps [45]: 

1. Computing regressors from the current and past input values and past output data 

which are the delayed inputs and outputs like u(t-1) and y(t-3). As can be seen from 

(2) and Fig. 1, all regressors are inputs to both the linear and the nonlinear blocks of 

the nonlinearity estimator.  

2. The nonlinearity estimator block maps regressors to the model output using a 

combination of nonlinear and linear functions. There are several available 

nonlinearity estimators like tree-partition networks, wavelet networks, and multilayer 

neural networks. 
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Fig. 1. Block diagram representation of NARX estimator 

 

From the above discussion, model parameters are: inputs (exogenous), outputs (predicted), 

input delays order, and output delays order. Varying these parameters may produce a different 

model structure: with or without exogenous inputs, with or without delayed outputs 

(feedback), …etc. The parameters of the NARX model are determined during the training 

phase of the model. These are obtained by minimizing the error between the model output 

(estimated or predicted) and the real response. This error is called loss function or cost 

function, which is a positive function of prediction errors e(t). In general, this function is a 

weighted sum of squares of the errors. The loss function V(θ) has the following general form, 

where parameter values are determined by minimizing V(θ) with respect to θ [46], [47]: 

 ( )   
 

 
∑   (   ) ( ) (   ) 
                                                                                     (3) 

 

where N is the number of data samples; e(t, θ) is an error vector at a given time t; and W(θ) is 

the weighting matrix. 

After estimating the model and its parameters, several quality metrics may be used to assess 

and validate the quality of identified models. These include [48]-[50]: 

1. Mean Squared Error measure (MSE), 
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where e(t) is the signal whose norm is minimized for estimation; and N is the number of data 

samples in the estimation dataset. 

2. Akaike's Final Prediction Error (FPE):  
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where np is the number of free parameters in the model. np includes the number of estimated 

initial states; N is the number of samples in the estimation dataset; E is the N-by-ny matrix of 

prediction errors, where ny is the number of output channels. 

IV. NARX AS A QOS ASSESSMENT TECHNIQUE (METHODOLOGY) 

In this paper, a QoS assessment framework using NARX is proposed. NARX is adapted to 

learn the nonlinear relationship between the measured QoS parameters and the assessed QoS. 

The proposed approach is used to measure the QoS of the multimedia applications transmitted 

over computer networks. NARX learns the relationship by means of a ‗‗supervised‘‘ manner, 

i.e., pairs of input and output values are provided in advance into the NARX structure. Input 

signals are taken and ‗‗fed forward‘‘ through the structure to the output. The proposed 

approach was developed in three phases: firstly, data collection and pre-processing; secondly, 
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NARX modeling; and finally, the analysis and validation of the proposed model performance 

in comparison with other prediction models. 

As mentioned above, NARX is a nonlinear model which estimates output values based on the 

last outputs and some external data. In this study, NARX was used with three inputs 

represented by the measured QoS parameters (i.e., delay, jitter and losses) and another input 

represented by the previous values of the QoS. These inputs provide a single output data y(t), 

corresponding to the value of the assessed QoS one step forward.  

 

A. Network Topology and Traffic 

In order to generate the inputs used to train and test the proposed NARX assessment system, 

different simulation scenarios were conducted using Network Simulator (NS) [51]. The 

network topology used for simulations was the same topology used in our previous study [35], 

[36] as shown in Fig. 2. This network had four pairs of source/destination hosts. The pair 

between N0 and N6 was used for multimedia transmissions. Cross-traffic, which is a non-

video-conferencing traffic, (or sometimes called background traffic), is also used to intercede 

between multimedia traffic and make the network busy during some selected times. The cross 

traffic pairs were between N1 and N7, N2 and N8 and N3 and N9. In addition, the following 

simulation specifications were used: UDP was the transport protocol; link capacity between 

every two nodes was 2Mb/sec, queue size of 50 packets. 

 

B. Inputs and Outputs of the NARX Assessment System 

Using the above network, and after running the simulation, the QoS parameters were 

measured between the N0 and N6 (i.e., source and destination of videoconferencing 

application). The parameters‘ values were obtained from the generated trace file of the 

simulated network. Model inputs are the measured QoS parameters, which are delay, jitter 

and packet losses. These parameters are measured instantaneously, so they need to be 

preprocessed using a blocking technique that gathers every m consecutive packet in one block 

and calculates their average delay, jitter and loss values [35], [36]. The measured averaged 

QoS parameters time-series are ready to be used as external inputs of the NARX model. 

Another input for the NARX model is the previous values of the NARX output. These values 

were obtained from our previous study values to be used in train of the NARX model [35], 

[36]. These output values correspond to inputs QoS parameters. This means that every QoS 

value corresponds to specific QoS parameters values (i.e., D1, J1 and L1 correspond to QoS1). 

 

C. NARX Training and Modeling 

The second phase of the assessment process is to train and build the NARX model. Based on 

the above steps, the data required for training and learning the NARX can be used to develop 

input-output linear and nonlinear models. The NARX was implemented by MATLAB 2008a 

[52]. The idea is to develop a model, whose estimated or predicted output best fits the 

experimentally recorded or measured output. Before estimates the parameters of the model, 

the collected data is divided into two sets. The first one is for the estimation of parameters; 

and the second one for the model validation. 
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Fig. 2. The network topology 

 

As shown in Fig. 3, the structure of the NARX model consisted of both a linear and a 

nonlinear function. In the calculation aspect of the NARX model, the output QoS of 

Videoconferencing was estimated by computing regressors from the current and past input 

values and past output data using both the linear and nonlinear function blocks of the 

nonlinearity estimator. Further, the estimator block mapped regressors to the model output 

using a combination of nonlinear and linear functions. The sigmoid transfer function was used 

as the nonlinear function in the estimator [53]. 

 

 
Fig. 3. NARX QoS estimation model 

 

In this paper, the approach adopted to determine the model order is based on the evaluation of 

the quadratic criterion [46]. This is achieved by calculating the loss function obtained from 

minimizing the error between the model output (estimated or predicted) and the real output 

based on (3). Also, the orders of the models should be determined before the model validation 

process. For example, na and nb in the NARX model should be determined before the model 

calibration. In our implementation, we determine a general range of orders before selecting 

the orders that predict the responses in highest accuracy by iterative search and minimize the 

error between the model output and the measured output. The minimization of prediction 

error cannot always lead to accurate models. So, after system models are calibrated, we 

further use a set of new simulation data to validate them. This is achieved using a fit-level 

function (%) to evaluate the accuracy of the calibrated models. 

To summarize the process of constructing the NARX model to evaluate the QoS, Fig. 4 

illustrates the estimation methodology. The available data traces (i.e., QoS parameters and the 

QoS) are divided into two sets: the training data set constitutes usually 50% of the available 

data, which is used to identify prediction model parameters; and the validation data set which 

is used to compare the estimated results with real data in order to evaluate the performance of 

the predictor. 
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Fig. 4. QoS estimation methodology 

 

There are three phases in QoS estimation methodology as shown in Fig. 4: 

 The training phase: in this phase, model parameters are identified. Thus, a training 

data set is inserted into the training algorithm. This data set is composed of the inputs 

(QoS parameters) and outputs (QoS). The training algorithm estimates model 

parameters which provide the minimum error between model outputs ˆQoS and the 

real QoS values based on (3). 

 The prediction phase: during this phase, only inputs (i.e., QoS parameters) from the 

validation data set are injected to the model in order to estimate ˆQoS 

 Validation of the prediction: in this phase, the accuracy of the prediction is evaluated 

based on calculating the MSE from (4). 

V. EXPERIMENTAL RESULTS AND DISCUSSIONS 

Experiments have been conducted to evaluate the performance of the proposed NARX 

assessment system. Using the data acquired after running the simulation of the network shown 

in Fig. 2, a total of 500 samples were obtained. 250 samples were used for the training phase; 

and 250 for the validation phase. Several regression linear and nonlinear models were 

experimented to provide the best estimation of the QoS of the multimedia application 

transmitted over the computer network. Examples of these models are:  linear ARX model 

and NARX with different nonlinearity estimator functions like Wavelet, Tree-partition and 

Sigmoid. In addition, model orders na and nb were also computed and compared based on a 

loss or cost function (3). After the training data set had been fed to these models, model 

orders were estimated by minimizing the loss function as in (3). The optimum model orders 

obtained from the optimization of the loss function of different models were na=2 and nb=[2 2 

2] for the NARX model with a loss function of 0.65. These optimized orders were obtained 

using the NARX with sigmoid nonlinear function, which presented the best results among 

other simulated models. Therefore, the results presented in this work were generated using the 

NARX sigmoid estimator with na=2 and nb=[2 2 2]. 

The NARX model with the best estimate performance used the three input QoS variables with 

two lags per variable (delay (D(t) and D(t-1)), jitter (J(t) and J(t-1)) and a packet loss ratio 

(L(t) and L(t-1)). In addition, based on na=2, the model used two past output values of QoS as 

inputs (QoS(t-1) and QoS(t-2)). The developed nonlinear model was then simulated; and the 

obtained simulated results of QoS values were compared with real values by calculating their 

MSE values (5) and FPE values (6). Fig. 5 illustrates the QoS samples that were used to train 

the NARX model. Fig. 6, 7 and 8 show the actual and predicted (estimated) QoS using the 
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proposed NARX system. It can be observed that the NARX method forecasts QoS very 

closely to the actual QoS values in most of the time period. 

To check the accuracy of the estimated QoS compared to the actual values, FPE and MSE 

criteria of the developed NARX model were computed with the same orders of na=2 and 

nb=[2 2 2], but with different nonlinear functions. FPE provides a measure of the model 

quality by simulating the model tested with a different data set. According to Akaike's theory, 

the most accurate model has the smallest FPE. After calculating FPE for several developed 

models, a comparison among them was performed as illustrated in Table 1. We found that the 

minimum FPE was 0.80 for the developed model adopted in this paper, whereas other models 

had high FPE values. Moreover, MSE was also computed between the output of the NARX 

model and the actual QoS. MSE of our model was 0.068 compared to MSEs of other models. 

As for the FPE, the best model is the one which has the minimum MSE. 

 

TABLE 1 

FPE AND MSE FOR DIFFERENT MODELS 

Model FPE MSE 

NLARX with Wavelet Nonlinear Function 48.3 48.1 

NLARX with Linear Function Only 48 50.5 

NLARX with Sigmiod Nonlinear Function with Ten Units 3.82 3 

NLARX with Sigmiod Nonlinear Function with Two Units (used in this paper) 0.8 0.068 

 

 

 

 
Fig. 5. Input QoS samples used in the training phase of the developed NARX model 

 

 

 

 
Fig. 6. Output of the proposed NARX model (i.e., estimated QoS) 
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Fig. 7. Actual QoS samples used in the validation phase of the developed NARX model 

 

 
Fig. 8. Actual QoS versus estimated QoS 

 

 
Fig. 9. Error between the actual QoS and estimated QoS 

 

 
Fig. 10. The error histogram of errors between the actual QoS and estimated QoS 

 

To observe the difference between the estimated and actual QoS, Fig. 9 depicts the prediction 

error between the actual output and estimated QoS. From this, it is very clear that the 
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discrepancy between the actual and the estimated QoS is very small. The maximum and 

minimum errors are: 3.56 and -3.27, respectively with mean and standard deviation of -0.097 

and 0.96, respectively. Moreover, the histogram of these errors is shown in Fig. 10. It is very 

clear that more than 60% of the errors are zeros while other errors are mostly distributed 

between -1 and 1. This indicates that the developed NARX model produced outputs which 

mostly captured the actual ones. 

Fig. 11 shows the autocorrelation of the output residuals of the estimated QoS (top) as well as 

the cross-correlation of the inputs of the developed NARX model and its output (i.e., 

estimated QoS) (bottom). In this figure, the horizontal axis represents the number of lags (i.e., 

time difference in samples) between the signals at which the correlation is estimated. 

 

 
a) 

 
b) 

 
c) 

Fig. 11. a) Autocorrelation of residuals of the actual and estimated QoS and cross-correlation between the input 

delay and the estimated QoS. b) Autocorrelation of residuals of the actual and estimated QoS and cross-correlation 

between the input jitter and the estimated QoS. c) Autocorrelation of residuals of the actual and estimated QoS and 

cross-correlation between the input packet loss ratio and the estimated QoS 

 



60                              © 2017 Jordan Journal of Electrical Engineering. All rights reserved - Volume 3, Number 1 

Also, the dashed lines on the plots represent the confidence interval of the corresponding 

estimates. A good estimation model must have residual autocorrelation and cross-correlation 

functions within the given confidence interval. This indicates that the residuals are 

uncorrelated (i.e., no relationship between them). From this figure, our NARX model 

produced residuals inside the confidence interval. This means that they are uncorrelated and 

classified as a good estimation model. 

VI. CONCLUSIONS 

In this paper, an exploration of using a nonlinear autoregressive model was presented to 

evaluate QoS of multimedia traffic. An NARX model was considered to perform that. This 

technique showed how QoS parameters may be combined and used as inputs to the 

assessment system. In the devised model, the assessment process is an end-to-end process 

regardless to the cooperation of routers. The key conclusion for this work is that the 

developed model provided an effective measurement method of the application QoS, which 

can be used to infer the network performance of any network topology. From the obtained 

results, NARX model showed that it is a powerful estimation technique due to the high 

accuracy of the resulted QoS values compared to the actual values in terms of FPE and MSE 

criteria. In addition, the devised NARX QoS assessment system also presented wonderful 

results in terms of the autocorrelation of residuals of the actual and estimated QoS and cross-

correlation between the input QoS parameters and the estimated QoS, where these 

correlations were inside the confidence interval. This indicates that the NARX model 

performed well in the assessment process. Nevertheless, NARX model has the drawback of 

selecting the best orders and nonlinear function to produce the most accurate result. 
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